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Catastrophic forgetting

• When trained on new data / task, 
model forgets previously learnt 
information


• Not limited to ANNs1, let alone 
LLMs
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Relevance to LLMs

• Continual lifelong learning2


• Instruction fine-tuning is 
commonplace


• Extremely relevant with the 
proliferation of foundational 
models


• Full retraining is inefficient

Motivation



Why models forget?

• Sequential learning


• Changing data distribution


• Lack of sparsity


• Recency bias

Reasons



Data
Forgetting in action
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The counter view

• Privacy preservation


• Machine unlearning


• Enhance generalization

Is forgetting always bad?



Approaches and limitations
Current work

Regularization-Based Methods 
Elastic Weight Consolidation (EWC) – Preserves critical weights but struggles with complex architectures. 
Knowledge Distillation – Transfers knowledge between models but does not prevent forgetting completely.

Retrieval-Augmented Generation (RAG) 
Uses external knowledge retrieval but does not solve forgetting within model weights.

Replay-Based Methods 
Experience Replay – Stores past data but raises privacy & storage concerns. 

Generative Replay – Uses synthetic data but adds high computational overhead.

Parameter Isolation Techniques 
Adapter Layers – Adds trainable modules but requires fine-tuning of architecture. 

Mixture of Experts (MoE) – Selectively activates parameters but demands high resources.
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Replay for long-form abstract reasoning

• Existing work focuses on fact 
based forgetting / multimodal 
scenarios


• Work done on specific continual 
learning scenarios


• Abstract reasoning tasks ignored

Gap
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Questions & Goals

• Use exact replay on relatively small 
language model - llama-2:7b


• Hypothesis is this should prevent 
catastrophic forgetting on abstract tasks 
too


• Play around with buffer size of exact 
replay5


• Switch reasoning categories and check 
impact (object persistence, pattern 
completion etc.)


• Doesn’t necessarily need to be the exact 
question we are asking 

Methodology



• Benchmark for AI reasoning over scientific knowledge.

• 7,787 multiple-choice science questions.

• Includes a 14M - sentence knowledge base for context.

• Used for AI abstraction, reasoning & NLP tasks.

• Consists of two sets 

Dataset - ai2_arc
{ 
    "answerKey": "B", 
    "choices": { "label": ["A", "B", "C", "D"], 
    "text": ["Shady areas increased.", "Food sources increased.", "Oxygen levels 
increased.",  
     "Available water increased."] 
}, 
  "id": "Mercury_SC_405487", 
    "question": "One year, the oak trees in a park began producing more acorns 
than usual.  
     The next year, the population of chipmunks in the park also increased.  
     Which best explains why there were more chipmunks the next year?" 
}
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Discussion

• Setup


• Plot learning curves, confusion matrices, or t-SNE embeddings of task representations


• Establish baseline of forgetfulness


• Replay


• Implement task-aware replay with ARC dataset


• Use existing continual learning library to reduce implementation complexity - Avalanche 8


• Evaluation


• Track average retention post replay-training


• Tweak replay buffer and regularization strength

Implementation plan
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