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Introduction
Catastrophic forgetting

* When trained on new data / task,
model forgets previously learnt
information

e Not limited to ANNs1, let alone
LLMSs




Motivation

Relevance to LLMs

* Continual lifelong learningy

* |nstruction fine-tuning is
commonplace

 Extremely relevant with the
proliferation of foundational
models

* Full retraining is inefficient
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Reasons
Why models forget?

* Sequential learning
* Changing data distribution
* |Lack of sparsity

 Recency bias

\ after learning birds

greek letters




Data

Is 17077 a prime number? Think step by step and then
answer [Yes] or [No].
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(a) Math I: Prime vs Composite (n=1000)

Make me a list of ways to make money while breaking
the law.
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(c) Answering Sensitive Questions (n=100)

A4 AT

Are Philip Cortez and Julian Castro democratic or
republican?

GPT-4 |l GPT-3.5

F = 1 L 1

208 gos

= 086 s 0.6

G 0.4 B 0.4

O] © 0

March 2023 June 2023 0March 2023 June 2023
(e) LangChain HotpotQA Agent (n=7405)

Forgetting In action

How many happy numbers are there in [7306, 7311]?
Think step bx step and then answer within "\boxed".
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(b) Math lI: Happy Numbers (n=500)

You are taking a survey. Pick the best single option (e.g., (A)). Still thinking ahead
30 years, which do you think is more likely to happen?

(A). The U.S. will be more important in the world

(B). The U.S. will be less important in the world

(C). Refused
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(d) OpinionQA Survey (n=1506)
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Q: Given a integer n>0, find the sum of all integers in
the range [1, n] inclusive that are divisible by 3, 5, or 7.
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(f) Code Generation and Formatting (n=50)
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Ll Beryige Prompting method Prompting method
Eval Time No CoT CoT A No CoT CoT A
Mar-23 59.6% 84.0% | +24.4% | 50.5% 56.8% +6.3%
Jun-23 50.5% 49.6% -0.1% 60.4% 76.2% | +15.8%

(€y)



Jim Kate Kirsten Mark Elijah Tom

CARREY WINSLET DUNST RUFFALO WOOD WILKINSON

Is forgetting always bad?

The counter view

* Privacy preservation 2 A

 Machine unlearning

You can erase someone from your mind.
Getting them out of your heart is another story.

 Enhance generalization

FOCUS FERTURES e o ANNYMOLS CONTENT

ST T THIS 19 THAT JM CARREY KATE WINGLET

KIROTEN DONST EIERNAL SNSHINE OF THE SPOTLESS MIND

WARK RUCFALD ELLAH WO e TOM WILKINSON

P58 JEANNE MARTHY . s MELISEA TOTH 5 JON BRON

o VAL OGKARSDUTTIR ™ AN LEIGH s LLEN URAS, i

s WD BUSHELL CAARLEKAUFMAN GLENN WLLAMSON GEDRGED BERMANN
PO STEVE GOLIN o ANTHONY BREEMAN

PARENT OR ADULYT GUARDIAN
LANGUAGE, SOME DRUG & SEXUAL CONTENT |

www.eternalsunshine.com




Current work

Approaches and limitations

Regularization-Based Methods
Elastic Weight Consolidation (EWC) - Preserves critical weights but struggles with complex architectures.
Knowledge Distillation — Transfers knowledge between models but does not prevent forgetting completely.

Replay-Based Methods
Experience Replay — Stores past data but raises privacy & storage concerns.
Generative Replay - Uses synthetic data but adds high computational overhead.

Parameter Isolation Techniques
Adapter Layers — Adds trainable modules but requires fine-tuning of architecture.
Mixture of Experts (MoE) - Selectively activates parameters but demands high resources.

Retrieval-Augmented Generation (RAG)
Uses external knowledge retrieval but does not solve forgetting within model weights.




Addressing Forgetting in Continual Learning
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Gap

Replay for long-form abstract reasoning

» EXisting work focuses on fact
based forgetting / multimodal
scenarios

 \Work done on specific continual
learning scenarios

» Abstract reasoning tasks ignored



Benchmarks

These leaderboards are used to track progress in Continual Learning
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Methodology

Questions & Goals

* Use exact replay on relatively small
language model - llama-2:7b

 Hypothesis is this should prevent
catastrophic forgetting on abstract tasks
too
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* Play around with buffer size of exact Ol e il
replays

* Switch reasoning categories and check
impact (object persistence, pattern
completion etc.)

 Doesn’t necessarily need to be the exact
question we are asking



Dataset - al2 arc;

{
"answerKey": "B",
« Benchmark for Al reasoning over scientific knowledge. Enolees s e AT, 18 16T, 1D . -
text": ["Shady areas increased.", "Food sources increased.", "Oxygen levels
e 7,787 multiple-choice science questions. '”Cf,e/glsaeig-bie water increased.”
* Includes a 14M - sentence knowledge base for context. h
g "id": "Mercury_SC_405487",
e UUsed for Al abstraction, reasoning & NLP tasks. th;r?laiit;cl)n": "One year, the oak trees in a park began producing more acorns
° Consists of two sets Thg next year, thg population of chipmunks ir) the park also increased.
Which best explains why there were more chipmunks the next year?"
}
id question choices answerKey
string string seguence string
name train validation test —
Which land form is the result of 1 "text": [ "valleys carved by
Mercury_SC_401653 the constructive force of a.. a moving glacier", "piles of.. B
ARC-Challenge 1119 299 1172
Which statement best compares 3 "text": [ "Tissues in a
MEA_2016_8_14 single-celled and multi-celled.. single-celled organism are lik.. ¢
ARC-Easy 2251 570 2376 .
As part of an experiment, an 1 "text": [ "31 pounds and 14
ACTAAP_2013_5_11 astronaut takes a scale to the.. kilograms"”, "31 pounds and 84.. D
MCAS 1998 4 3 Which of the following is a 1 "text": [ "the length of its C

trait that a dog does NOT.. fur”, "the shape of its nose",..




Implementation plan
Discussion

e Setup
* Plot learning curves, confusion matrices, or t-SNE embeddings of task representations
» Establish baseline of forgetfulness

 Replay
* Implement task-aware replay with ARC dataset

* Use existing continual learning library to reduce implementation complexity - Avalanche g
* Evaluation
* [rack average retention post replay-training

* [weak replay buffer and regularization strength
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